
TOPIC: VARIATION AND THE COEFFICIENT OF DETERMINATION

Variation and the Coefficient of Determination

      close to [ 1 | 0 ] indicates almost [ ALL | NONE ] of the variation is because the data is linearly correlated.▶ 

◆ Coefficient of Determination (    ): Measures how much the variation in ____ is explained by variation in ____.

The data below shows test scores (  ) versus hours studied (  ). Find the coefficient of determination. What does this tell 

you about the explained and unexplained variation of the data about the regression line?

EXAMPLEEXAMPLE 

The data below shows ice cream sales (𝑦𝑦) in dollars from a local ice cream stand & the daily high temperature (𝑥𝑥) in °F 
for 1 week. Find and plot the least squares regression line for the data. Does your line fit the data better than the blue 
line on the graph? Explain. 

LINEAR REGRESSION USING THE LEAST SQUARES METHOD 
Introduction to Least Squares Regression 

◆ Linear Regression is a way to model the relationship between 2 variables with an equation of a ____. 

▪ Residual: vertical ________ from a pt. to the line. Least Squares Regression minimizes residuals (“best fit”). 
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VARIATION AND THE COEFFICIENT OF DETERMINATION 
Variation and the Coefficient of Determination 

◆ Coefficient of Determination (𝑅𝑅2): Measures how much the variation in ___ is explained by variation in ___. 

▪ 𝑅𝑅2 close to [ 𝟏𝟏 | 𝟎𝟎 ] indicates almost [ ALL | NONE ] of the variation is because the data is linearly correlated. 
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𝑅𝑅2 = _____ 

_____ % of variation in score is explained 
by relationship of hours vs. score 

_____ % of variation is unexplained, due 
to randomness or other factors 

𝒚𝒚ഥ =  𝟓𝟓𝟓𝟓

𝒚𝒚ෝ = 𝟑𝟑. 𝟓𝟓𝒙𝒙 + 𝟒𝟒𝟒𝟒
𝒓𝒓 = 𝟎𝟎. 𝟕𝟕𝟒𝟒𝟓𝟓

“Explained” Variation: sum of squared distances from _______ to mean 

Total Variation: sum of squared distances from _______ to mean 

𝑅𝑅2 = "Explained" Variation
Total Variation  
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PRACTICE

In a given dataset, you determine the value of the correlation coefficient to be r = − 0.957. Find the coefficient of 

determination. What does this tell you about the explained variation of the data about the regression line? What about the 

unexplained variation?



TOPIC: VARIATION AND THE COEFFICIENT OF DETERMINATION

PRACTICE

A retail analyst is studying the relationship between the number of in-store promotional displays (  ) and weekly sales 

revenue (  ) at 12 store locations. Use the data below and a calculator to find the coefficient of determination.

EXAMPLE 

The data below shows ice cream sales (𝑦𝑦) in dollars from a local ice cream stand & the daily high temperature (𝑥𝑥) in °F 
for 1 week. Find and plot the least squares regression line for the data. Does your line fit the data better than the blue 
line on the graph? Explain. 

LINEAR REGRESSION USING THE LEAST SQUARES METHOD 
Introduction to Least Squares Regression 

◆ Linear Regression is a way to model the relationship between 2 variables with an equation of a ____. 

▪ Residual: vertical ________ from a pt. to the line. Least Squares Regression minimizes residuals (“best fit”). 
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PRACTICE 

The scatterplot below shows a set of data and its least-squares regression line. Based on the graph, which of the 
following is most likely the equation of the regression line? 
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B) �̂�𝑦 = −10.2𝑥𝑥 + 50.9 
C) �̂�𝑦 = −4.1𝑥𝑥 + 50.9 
D) �̂�𝑦 = −4.1𝑥𝑥 − 50.9 

 

EXAMPLE 

A business analyst tracks how the number of weekly training hours affects the sales performance of new employees 
during their first month. The data for 7 employees is shown below. Use a calculator to compute and plot the least-
squares regression line. Is a linear model appropriate for this data? 
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revenue (𝑦𝑦) at 12 store locations. Use the data below and a calculator to find the coefficient of determination. 

Displays (𝒙𝒙) 2 3 4 5 6 7 8 9 10 11 12 13 

Weekly 
Revenue (𝒚𝒚) 1400 1500 1700 1900 2100 2300 2500 2600 2800 3000 3100 3300 

 

1)   , 1:Edit…  

Enter data in L1 (𝑥𝑥) & L2 (𝑦𝑦) 

2)          to CALC 

4:LinReg(ax+b) 

3) XList: L1  
YList: L2 

4) r = Correlation Coefficient 
r2 = Coefficient of Determination 

HOW TO: Find Coefficient 
of Determination on TI-84 

 

Correlation Coefficient

Coefficient of Determination


